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AN INCREASING NUMBER of integrated solutions

involve the stacking of chips to reduce system size. You can

find wire-bonded stacks of processors and memories in cell

phones, PDAs, and flash cards. But is physical size of the

system the only benefit of stacking chips? Does this minia-

turization provide potential performance benefits? Until

recently, practical interconnection of chip stacks was

achievable only through wire bonding at the periphery,

offering little or no benefits in the way of interconnect den-

sity or reduction of parasitics. But several new technologies

offer the means to cost-effectively achieve very high densi-

ties of interconnection between chips in a stack, making

true 3D ICs a reality. IC designers must know the benefits

and drawbacks of these techniques so that they can decide

whether or not their systems would work better as a 3D IC.

This article provides a practical introduction to the

design trade-offs of the currently available 3D IC tech-

nology options. It begins with an overview of tech-

niques, such as wire bonding, microbumps, through

vias, and contactless interconnection, comparing them

in terms of vertical density and practical limits to their

use. We then present a high-level discussion of the pros

and cons of 3D technologies, with an analysis relating

the number of transistors on a chip to the vertical inter-

connect density using estimates based

on Rent’s rule. Next, we provide a more

detailed design example of inductively

coupled interconnects, with measured

results of a system fabricated in a 0.35-µm

technology and an analysis of misalign-

ment and crosstalk tolerances. Lastly, we

present a case study of a fast Fourier

transform (FFT) placed and routed in a

0.18-µm through-via silicon-on-insulator (SOI) technol-

ogy, comparing the 3D design to a traditional 2D

approach in terms of wire length and critical-path delay.

Overview of vertical interconnect
technologies

3D ICs offer an attractive alternative to 2D planar ICs:

They provide increased system integration by either

increasing functionality or combining different tech-

nologies. Currently, SoC solutions limit designers to one

fabrication technology for both analog and digital cir-

cuits. The trend is to use inexpensive digital processes,

which provide less than desirable performance for ana-

log circuits, and to offload increased complexity to the

analog designs. Using 3D ICs allows for integrating the

best technology for a particular portion of an applica-

tion into the chip cube.

Table 1 shows a summary of different 3D intercon-

nect approaches, comparing them in terms of the

method of assembly (die or wafer scale), maximum

number of tiers (tier refers to the chips in a stack, as

opposed to the layers in a chip), pitch of the vertical

interconnect, and amount of routing resources con-

sumed on the chip. Figure 1 illustrates each approach.
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Wire bonded
The most common approach is wire bonded, in which

wires connect the individual die in a stack. In general,

connections between chips go through the board or chip

carrier and back to other chips in the stack; however, it is

possible to bond from chip to chip in the stack. This

approach is limited by the resolution of wire bonders (for

example, 35 µm for a 15-µm wire) and becomes increas-

ingly difficult as the number of I/Os in the chip stack

increases. Unlike other 3D approaches, wire bonds are

possible only on the chip’s periphery, which severely lim-

its interconnect density. In terms of chip routing resources,

all metal layers are typically needed for the bonding pads,

because the mechanical stresses require many metal lay-

ers to prevent tearing of the pad during bonding, and pres-

sure tends to destroy devices underneath the pad.
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Table 1. Comparison of vertical interconnect technologies: wire bonded, microbump (3D package and face-to-face), contactless

(capacitive and inductive), and through via (bulk and SOI).

Wire                Microbump                          Contactless             Through via     

Characteristic bonded 3D package Face-to-face Capacitive Inductive Bulk SOI

Assembly level Die Die Die Die Die Wafer Wafer

Tier limit Assembly process Heat Assembly Assembly Heat Heat, yield Heat, yield

process process

Vertical 35 to 100 25 to 50 10 to 100 50 to 200 50 to 150 50 5

pitch (mm)

Metal layers All Top 1 to 2 Top 1 to 2 Top Top 1 to 2 All, top All, top 

blocked by pad

(a) (b) (c)

(f) (g)

(d)

(e)

Figure 1. Illustration of vertical interconnect technologies: wire bonded (a); microbump—3D package (b) and

face-to-face (c); contactless—capacitive with buried bumps (d) and inductive (e); through via—bulk (f) and silicon

on insulator (g).



Microbump
Microbump technology involves the use of solder or

gold bumps on the surface of the die to make connec-

tions. These bumps typically have a pitch of 50 to 500

µm but sometimes have smaller pitches. The mechani-

cal stresses of assembly are much lower than with wire

bonding, so pads require only the top or sometimes top

two metal layers, leaving lower layers free for routing or

for devices.

3D package technology1 involves embedding previ-

ously fabricated die into a set of carrier wafers with a

fixed size, enabling engineers to assemble them into a

tight cube. A layer of microbumps bond each die-carri-

er tier to an epoxy routing tier that brings signals to the

edges of the cube. They then laminate the tiers into a

single stack and add metallization to the sides to con-

nect the routing tiers. The 3D package approach offers

a much greater vertical interconnect density than the

wire-bonded approach, but it does not significantly

reduce parasitic capacitances because a microbump-

bonded cube must still route signals to the periphery

before sending them back to the destination inside the

cube. With the 3D package approach, it is not the

assembly process but rather the heat inside the cube

that is likely to limit the number of tiers. The 3D pack-

age method enables the use of one or more chips, from

the same or from different fabrication technologies, in

each layer of the stack.

Face-to-face microbump technology2 offers the abil-

ity to shorten the wires between tiers and improve per-

formance by reducing parasitics. Black et al.

determined that, with proper placement of blocks in the

3D architecture, they could reduce the use of high-

power dynamic logic circuits, repeaters, pipelined

stages, and long routing paths. This decreased overall

power consumption by 15% while simultaneously

increasing performance by 15%. This approach is limit-

ed to two tiers, however. Taking connections out of the

chip stack requires the use of this technology in con-

junction with a wire-bonded or through-via approach.

Through via
Through-via interconnection has the potential to offer

the greatest interconnect density but also the greatest

cost. Assembly occurs at the wafer level, placing a sec-

ond wafer face down on the first wafer (face-to-face) and

subsequent wafers face down (face-to-back) as the num-

ber of tiers grows. The manufacturing process then etch-

es holes through the upper wafer into the lower wafer

and fills the holes with tungsten to provide connectivi-

ty. Before placement of the next chip, the backside of

the previously etched chip is thinned by polishing. The

top tier has tungsten vias that protrude along with cuts

for bond pads that provide power, ground, and I/O con-

nectivity. As in the 3D package approach, the assembly

process in through-via approaches does not limit the

number of possible tiers; rather, heat inside the stack is

the limiting factor. Also, in this approach, the dies are

not known to be good before assembly—so it’s possible

to attach a good die to a faulty one, making it necessary

to reject the entire assembly. In such a situation, yield

drops quickly with the addition of more tiers.

Bulk technologies3 have demonstrated through-via

interconnection by first coating the hole with an insu-

lator, achieving pitches of 50 µm. Silicon-on-insulator

(SOI) technologies4 avoid the need for passivating the

hole by polishing the substrate away completely, down

to the buried oxide. SOI technologies have achieved the

smallest inter-tier pitches yet, on the order of 5 µm. As

for routing resources, the through-via approaches

shown in Figures 1f and 1g consume all layers in the

upper tier in addition to the top layer in the lower tier.

Contactless
Contactless or AC-coupled interconnection involves

the use of capacitive or inductive coupling to commu-

nicate between tiers.5 This approach eliminates the pro-

cessing steps for creating inter-tier DC connectivity and

eliminates the need to route signals to the periphery,

allowing for reduced wire lengths. Also, because the

contactless approach requires only a minimal amount

of processing for chip thinning, the lack of specialized

processing steps makes it much cheaper than

microbump and through-via approaches.

Capacitive coupling6,7 uses half capacitors formed

from the top level of metal. The density of these inter-

connects depends on the distance between the tiers, the

rise and fall times of the technology, and the dielectric

constant of the gap. Kanda et al. and Drost et al. have

demonstrated 50-µm pitches in a 0.35-µm CMOS tech-

nology; however, because of the proximity requirement

between the plates of the capacitors, this approach

requires the tiers to be face-to-face and is therefore lim-

ited to two tiers. The challenge for this configuration is

supplying DC power to both chips. However, neither

Kanda et al. nor Drost et al. have suggested a method for

supplying DC power to the top chip.

Typically, engineers use solder bumping to provide

DC connectivity between chips or between a chip and

a substrate. The difficulty with combining solder bump
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technology and AC-coupled interconnection (ACCI)

between chips is the resulting gap between the two

chips. For capacitive coupling to work, the gap must be

small enough (relative to the size of the plate) to allow

sufficient coupling between the two half plates that form

the interchip capacitor. One solution is to use a high-k

dielectric underfill to fill the gap.8

Another approach is to form trenches in the substrate

that recess the solder bump deep enough to bring the

chip and substrate into close proximity.5 Known as ACCI

with buried bumps, this technique provides an interface

that supplies AC and DC connectivity and lets chips

attach to a substrate. Figure 1d shows cross-sectional and

3D views of a multichip module (MCM) using buried-

bump technology. The solder bumps are used to create

redundant power and ground bumps, and because all

data is transferred across the AC coupling elements, this

technique increases the assembled MCM’s manufactur-

ing yield. (The AC channels formed by the coupling ele-

ments are not susceptible to individual bump failure. So,

unless the assembled module loses so many power and

many ground bumps that the integrity of the power sup-

ply grid suffers, the module should yield.) Researchers

at North Carolina State University have demonstrated this

complete technique on a thin-film MCM across a 5.6-cm

ACCI channel at 2.5 Gbps per channel using 0.35-µm

CMOS chips. The buried solder bump technique can

also be combined with a high-k dielectric underfill to

reduce the required area for coupling capacitors while

relaxing the requirements on interplate separation, and

also provide stress relief between chip and substrate.8

Inductors can also be used to provide interchip com-

munication.5 Inductive coupling is more favorable for sit-

uations where the separation of the coupling elements,

which is determined by the chip thickness, approaches

the lateral dimensions of the coupling elements. This is

the typical situation in a stack of three or more chips,

which requires communications between chips through-

out the stack. Figure 1e shows the basic concept for a

three-tier stack. In this example, each tier is placed face-

to-back, and wire bonds supply DC power and ground

connections for each tier. The top and bottom tiers have

either wire bonds or probe pads to supply clock and/or

data for test and measurement. These 3D systems that use

inductive coupling for tier-to-tier communications and

wire bonding to provide DC power and external inter-

facing are inexpensive and relatively easy to construct.

They provide a means to create high I/O connectivity in

a multiple-tier 3D system. We present a demonstration

system for inductive coupling later in this article.

Toward 3D design: Why and why not?
After form-factor improvement, 3D IC technology’s

main advantage is that it significantly enhances inter-

connect resources. Used correctly, 3D IC technology pro-

vides improved bandwidth and throughput, and reduced

wire length. In the best-case scenario, if we ignored the

inter-tier vias, we would expect the average wire length

to drop by a factor of  (Ntiers)
1/2. Both wire resistance and

capacitance would drop proportionately; that is, power

would drop by a factor of (Ntiers)
1/2 and wire (RC) delay

would drop by a factor of Ntiers. Wires with repeaters

would see a greater reduction in power and lesser reduc-

tion in delay, since repeaters are generally inserted so that

delay increases linearly with wire length. Thus, for inter-

connect-dominated architectures, we would expect a sig-

nificant reduction in energy per operation.

Given high-density vertical interconnection, the

question then becomes, What are the architectures and

applications that can take advantage of the order-of-

magnitude improvement in routing resources?

Researchers are just starting to answer this question.

Aside from imagers (such as the one Suntharalingam et

al. describe4), exploration of the application space is

just beginning. Important to note is the risk of losing per-

formance gain if the increased heat density leads to

degraded performance. For circuits operating in satu-

ration, the degradation of mobility with temperature

tends to be the dominant effect, and each 10° C

increase in operating temperature increases delay by

almost 5%. Doubling the heat density without any

improvement in cooling capacity will lead to more than

a 30% degradation in performance! Researchers are

exploring applications, such as ones requiring large

amounts of memory bandwidth (for example, net-

working and scientific computing) and ones that are tra-

ditionally interconnect dominated (switches and

FPGAs). All of these applications tend to be very power

hungry. To show benefit, 3D IC technology must demon-

strate that the reduction in interconnect delay out-

weighs the increase in temperature delay.

Inductive coupling in 3D ICs
We designed a CMOS test chip to investigate the use

of inductive coupling for 3D ICs. This demonstration sys-

tem used a 0.35-µm bulk CMOS process, rather than an

advanced through-via SOI 3D IC process. 

Test and measurement system
For test and measurement, we devised a two-chip-

stack test system to position the top chip accurately

501November–December 2005



above the bottom chip. Figure 2a illustrates this test and

measurement system. The system used the top chip as

the receiver; we thinned it to the desired thickness, and

then stacked and aligned it with the bottom chip. The

top chip was glued onto a micromanipulator, which we

used to provide precise positioning and to push the top

and bottom chips together to close the gap between

them. We used the corners of the test chip to simplify

the alignment of the inductors and measurement of the

system. Inductors can be placed in any

location on the chip to create coupling

channels with the chip above or below.

We included alignment marks in the

chip layout; they are visible for both top

and bottom chips, as Figure 2 shows. By

referring to the alignment marks and

adjusting the micromanipulator, it is pos-

sible to achieve perfect overlap of the

coupled inductors. This test system also

allows for arbitrary offsets in the induc-

tors, making it possible to explore the

transceiver system’s tolerance to mis-

alignment in the 3D assembly. Figure 2b

shows a 3D test structure under mea-

surement.

Transceiver circuits
Figure 3a shows a schematic of the

current-mode transceiver circuits used

for inductively coupled interconnects

(top) and a simplified circuit model for

the interchip transformer (bottom). We

implemented the transmitter circuit using

an H-bridge current steering structure dri-

ven with non-return-to-zero (NRZ) sig-

nals. The receiver circuit has sensing and

latching stages: The sensing stage detects

current pulses from the secondary induc-

tor and converts them into voltage puls-

es; the latching stage amplifies those

voltage pulses and converts them into

NRZ signals.

We made both the transmit and

receiver inductors using double-layer 150-

µm × 150-µm spiral inductors with eight

turns per layer, resulting in a measured

self-inductance of 27 nH. Measurements

of this inductively coupled transceiver

channel produced a maximum signaling

rate of 2.8 Gbps for a 27 − 1 pseudoran-

dom binary sequence when the top chip was thinned to

90 µm. Bit-error-rate measurements at 2.5 Gbps showed

no errors for more than 2.513 bits, at which point we

stopped measuring because of time constraints. Figure

3b shows the accumulated eye diagram at the receiver

output, along with a transient waveform at the RX out-

put for a 2.0-Gbps arbitrary data pattern. The power dis-

sipation for transmitter and receiver were 10.0 and 

37.6 mW, respectively. The transceiver circuit does not
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Figure 2. Testing 3D inductive coupling: test and measurement system (a),

and microphotographs of a two-chip stack during measurement (b).



require external support

circuitry or a clock to

recover the data and can

maintain less than 100 ps

of peak-to-peak jitter in the

eye diagram at that receiv-

er output. Previous imple-

mentations have required

complex external support

circuitry for the clocked

sampling receiver, with

delay and duty cycle con-

trol, and have only

achieved data rates of 1.25

Gbps using 0.35-µm CMOS

technology. This imple-

mentation saved signifi-

cant power in its receiver,

but, as mentioned, the

design required significant

supporting circuitry,

which was not in the

reported power consump-

tion.9

The coupling coeffi-

cient determines the

strength of the receiving

signal at the receiver input;

it is sensitive to both the

vertical separation distance

between the two coupled

inductors and the horizon-

tal offset. To investigate an

inductively coupled trans-

ceiver system’s tolerance to

horizontal misalignment in

a 3D assembly process, we

performed measurements

at arbitrary offsets between

two coupled inductors in

the X and Y directions. We

tested the transceiver sys-

tem at a data rate of 2.0

Gbps with the top chip

thinned to 90, 105, and 120

µm, and we determined

that the interchip trans-

former can tolerate 50-, 20-,

and 5-µm misalignments,

respectively. The shmoo
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Figure 3. Transceiver circuit and transformer model (a); 2.8-Gbps measured eye diagram

and 27 − 1 pseudorandom binary sequence bit pattern measured at 2.0 Gbps (b).



plot in Figure 4 shows the simultaneous values of chip

thickness and horizontal offset for valid operation at 2.0

Gbps. To investigate tolerance to crosstalk between neigh-

boring channels, we measured 150-µm-diameter induc-

tors in the same vertical plane, spaced on a 200-µm pitch,

and found them to have isolation of at least 40 dB, up to

5 GHz. In other research, Mirua et al. have identified an

optimal pitch that minimizes crosstalk between inductors

in different planes.9

Key considerations
Using inductive coupling in a through-via SOI 3D IC

process would require numerous considerations. First,

why use inductive coupling instead of the already-avail-

able through vias? The key reasons to consider for

inductive coupling are yield and lateral resources.

Because the loss of a through via used for data trans-

mission could render an assembled 3D IC useless, com-

bining through vias for redundant power and ground

distribution with inductive coupling for inter-tier data

transmission would increase the assembled 3D chip

stack’s yield. Also, the use of inductively coupled I/Os

does not eliminate all resources, both active devices

and wiring, in its footprint for the tier(s) under consid-

eration. Inductive I/Os would require one or two metal

layers, depending on diameter. They could also be used

for communication between any of the tiers, not just

adjacent tiers. As shown earlier, the required inductor

diameter is a function of the vertical separation. Results

show that vertical separations that were 80% of the

inductor diameter functioned with reasonable power

levels. Reducing this ratio to 50% increases coupling,

which allows for reduced transceiver power.

In a 3D IC with three tiers, the placement of inter-tier

I/Os must consider lateral and vertical crosstalk com-

ponents. This would reduce the effective inter-tier I/O

density when compared to using through vias.

Therefore, designers would have to establish the

required amount of inter-tier I/Os for a particular design

before considering the use of inductive coupling in a

through-via 3D IC process. Figure 5 illustrates the con-

cept of combining inductive coupling and through vias

for 3D ICs. The illustration shows adjacent-tier coupling

elements, with the appropriate regions vacant of induc-

tors in the tiers above and below the inductors. It also

shows larger inductors for data transmission between

nonadjacent tiers, and the corresponding regions

vacant of inductors for the tiers in between.

Design case study
The through-wafer-via, 180-nm SOI process devel-

oped at the Massachusetts Institute of Technology

Lincoln Laboratory (MITLL)4 offers three tiers and the

highest-density vertical interconnect available, fitting

an inter-tier via in roughly the area of a standard cell.

How much improvement can a typical designer expect

from adapting his design to this technology? Ignoring

the inter-tier vias, interconnect-dominated architectures

should experience a reduction in the average wire

length by a factor of at most 31/2 or 42%. Other

researchers have performed more thorough investiga-

tions of the potential wire-length improvement. Zhang

et al. used stochastic estimates based on Rent’s rule that

show roughly a 40% reduction in the lengths of the

longest wires but only a 30% reduction for average

wires.10 Das et al. developed a 3D placer and global
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router and applied them to the ISPD 98 benchmark cir-

cuits from the International Symposium on Physical

Design. Their results showed an 11% reduction in aver-

age wire length when minimizing inter-tier cuts and a

41% reduction when minimizing wire length.11

So by all accounts, moving to 3D should significant-

ly reduce average wire lengths. On the downside, the

inter-tier via in the MITLL 3D technology creates a col-

umn that consumes all routing tracks for the tier, which

can increase routing congestion problems. Also, the

inter-tier via’s parasitic capacitance degrades the ben-

efit of reduced wire length. We were curious to see how

much delay and power we could reduce in a real

design once we accounted for all of these factors.

Experimental setup
In collaboration with MITLL, we developed a design

kit for their technology for use with Cadence Design

Framework II and the place-and-route tool First

Encounter, also from Cadence. The kit provides design-

rule and layout-versus-schematic checking as well as a

standard-cell library based on the IIT-SoC library from

the Illinois Institute of Technology. Figure 6 shows a 3D

model of the technology, including metals 1 to 3 for

each tier, with tiers labeled A to C from bottom to top.

We show one transistor in each tier, with the drain

nodes on the lower tiers connected to the gate nodes

on the higher tiers through an inter-tier via. Note that the

inter-tier vias consume all routing resources in the upper

tier and cannot be stacked with the current technolo-

gy. Also, tiers B and C are flipped with respect to tier A.

A practical place-and-route methodology must account

for these factors to complete a design successfully.

Our approach is to use standard cells to implement

inter-tier vias. Each upper-tier cell has a corresponding

lower-tier cell that must be placed underneath it to be

design-rule correct. With this approach, placing and

routing in three tiers is a simple matter of partitioning

the design into three parts, placing the inter-tier vias,

and then completing the placement and routing of each

tier individually in First Encounter.

Our design methodology is as follows: First, we par-

tition the design into three tiers with minimum cuts

between the tiers, using the popular partitioning tool

Metis.12 We then floorplan each tier individually in First

Encounter and do a preliminary placement with inter-

tier vias. At this point, each lower-tier via cell is in a dif-

ferent position from its corresponding upper-tier via cell.

We then take an average of the two positions, weight-

ing the position by the number of connections in each

tier. Using this average, we fix the via-cell positions, and

again place and route the design.

Our investigation applied this approach to an 8-point

FFT design with floating-point arithmetic, using Phair’s

arithmetic units.13 We chose the FFT because the butter-

fly structures tend to have long wires, and we wanted a

design for which RC delay was a significant factor. In

addition, we chose the Winograd algorithm for this imple-

mentation because it saves four multipliers over the tra-

ditional FFT array, even though it is slightly less regular.

Figure 7a shows a high-level schematic and partition of

the FFT, with dashed lines indicating the cuts between

tiers. Figure 7b shows the final placement from First

Encounter for both single-tier and multiple-tier cases.

Delay and power
To accurately evaluate delay and power, we merge

the extracted parasitic files (in Standard Parasitic

Exchange Format) for each tier into a single file that can

be imported into Synopsys PrimeTime and PrimePower.

To complete the approach, we need an accurate esti-

mate of the inter-tier via resistance and capacitance. It is

convenient to model an inter-tier via as a length of wire,

but the thickness of the via (about 3 µm) is much less

important than the corresponding resistance and capac-
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itance. Because of its large size, the via couples to many

nearby wires. To better understand parasitics of 3D pro-

cessing, we ran simulations on each via and the lengths

of metal-2 wires in each tier, using Ansoft’s Q3D field

solver. Table 2 shows the results, with the intra-tier wire

and via pitches shown with the inter-tier via pitch for com-

parison. Note that the parasitics vary widely depending

on whether the wires are isolated or shielded with sur-

rounding wires, making it difficult to equate via capaci-

tance with a wire length. We can, however, approximate

the capacitance of an inter-tier via as roughly 8 to 20 µm

of wire, depending on the amount of assumed coupling

to adjacent wires. Given that the average wire length for

this design is 5 to 10 times larger than the equivalent

value, we can expect that the parasitics of inter-tier vias

will have a small effect on power and delay. The resis-

tance is less significant because of the large cross-sec-

tional area of each via—about 0.1 Ω per via, which is

equivalent to about 0.2 µm of a metal-2 wire.

Table 3 shows the results of this analysis. We took

area and wire length estimates from actual routed

results, using a 180-nm fully depleted SOI process with

138,000 cells, 143,000 nets, and a 1.5-V power supply. The

total area from all three tiers was somewhat larger than

the single-tier case due to the overhead of inter-tier vias.

Using three tiers resulted in a 17% drop in average wire

length and a 41% drop in the longest wire length. These

findings support Zhang et al.’s prediction that the longest

wires would benefit more than the average wire.10 Figure

8 shows a histogram of the wire lengths, which indicates
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comparison of the single-tier and three-tier floorplans, shown as First Encounter postplacement amoeba views

(b). Each region represents one ADD or MULT operator.



that a 3D layout shortened all wire lengths. But the big

question is, Why did we not get the 40% reduction in

average wire length that we were hoping for? We believe

that the answer lies in the fact that our partitioning

method seeks to minimize the number of cuts between

tiers, rather than performing a true 3D optimization to

minimize wire length. We are currently working with the

University of Minnesota to explore how their 3D placer

can improve the performance of this design.

Table 3 also shows the comparison of critical-path

delay and power between the single- and multiple-tier

versions. Using three tiers provided a speedup of only

2.4%, which means that this design was still limited by

gate delay, rather than wire delay. Total power

decreased by 23%, which is a combination of the effects

of reduced wire capacitance, clock power, and short-

circuit power (this design did not use repeaters). These

findings imply that the most easily achievable benefit

from 3D integration might be a reduction in power,

rather than an increase in speed.

Heat
The removal of heat is of great concern in an SOI

process. Most of the heat in the system comes from the

transistor junctions, and because these junctions float

in glass, there is nowhere for the heat to go. Following

the approach that Rahman and Reif used,14 we can

assume a one-dimensional model in which all heat

flows through silicon dioxide to the substrate of tier A

(called the handle silicon), an area presumably con-

nected to the heat sink. We can assume the thermal

resistance—from the thermal paste and heat sink to

ambient—is 1.5° K/W, and calculate the thermal resis-

tance between the active islands on tier C and the ther-
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Table 2. Interconnect parameters for the MITLL 3D process.

Routing Resistance  Simulated capacitance values 

Wire or via pitches (mm) values Isolated Shielded

Metal 2 0.6 480 mΩ/µm

tier A 0.051 fF/µm 0.222 fF/µm

tier B 0.048 fF/µm 0.221 fF/µm

tier C 0.045 fF/µm 0.221 fF/µm

Vias 12 and 23 1.05 4 Ω NA NA

Via AB 5.6 82 mΩ 0.82 fF 4.34 fF

Via BC 5.6 87 mΩ 0.89 fF 4.15 fF

Table 3. Place-and-route design results for 2D and 3D FFT.

Parameter Single tier Three tiers

Power (mW) at 10 MHz 214 164

Area (mm2) 3.6 mm × 3.6 mm = 12.96 mm2 2.1 mm × 2.1 mm × 3.0 mm = 13.23 mm3

Average wire length (mm) 98 84

Longest wire length (mm) 5.87 3.47

Critical-path delay (ns) 89.90 87.90

No. of cuts between tiers NA 321 (AB), 323 (BC), 193 (AC)

0 1 2

Wire length (mm)

3 4
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Figure 8. Histogram of wire lengths from the 2D and 3D FFT

place-and-route results (bin size = 50 µm).



mal paste as 4.8° K/W. With this analysis, the worst-case

junction temperature for our FFT will be 1 degree above

ambient, which is no cause for alarm. Higher power

designs, however, might have cooling problems. For

these designs, MITLL offers a special back metal, which

goes above tier C and connects to the BC inter-tier vias.

This approach would reduce the thermal resistance we

just calculated by 1.3° K/W (27%). However, the exis-

tence of a heat sink on the same surface as the pads

complicates the package design.

We can alter this analysis to estimate the perfor-

mance of the FFT when using inductively coupled inter-

connects. We perform this estimate by swapping each

inter-tier via with an inductively coupled transceiver and

recomputing the area, power, and delay. An inductor

pitch of 55 µm allows for 1,600 inter-tier I/O sites and is

small enough to meet the vertical interconnect require-

ment of a three-tier design. Even though 1,600 inter-tier

I/O sites are available, only 800 sites (50%) are useful

because of vertical crosstalk limitations. In addition, the

in-plane crosstalk constraints reduce the inductor diam-

eter to approximately 40 µm, allowing for at least 32

turns using minimum line width and spacing. This induc-

tor diameter is significantly larger than that required to

enable communications between the nearest inter-tier

metal layers (approximately 3 µm). It is even larger than

the required size for communicating at the distances

between the nearest metal layers between the upper and

lower tiers (approximately 10 µm). Additional con-

straints from the required inter-tier vias for power and

ground distribution will reduce the number of available

I/O sites. The through-via case study required approxi-

mately 500 cuts between tiers (inter-tier vias).

We do not include the area of the inductors them-

selves, because we assume that additional metal layers

are added on top of each tier to implement them. The

transceiver in Figure 3a has a total area of 1,200 µm2 and

a delay of roughly 10 fan-out-of-4 inverters measured as

416 ps. The power of each transceiver is 48 mW at 2.8

GHz, but we predict that it can be redesigned to con-

sume no static power and only 170 µW of dynamic

power at 10 MHz, and require significantly less area for

low-speed operation. The comparison in

Table 4 shows that the increased trans-

ceiver area and delay were mildly signif-

icant, but the power increased by almost

60% relative to the single-tier implemen-

tation. These results indicate that induc-

tively coupled interconnection is not an

attractive choice for this type of low-

throughput design and applies more successfully to

designs with very high clock rates.

OUR CASE STUDY of an FFT placed and routed in three

tiers demonstrated a 26% reduction in average wire length

and a 33% reduction in maximum wire length. Because

this particular design was not interconnect dominated, it

does not make a compelling case for a move to 3D tech-

nologies. However, the tools and models we developed

through this example will enable us and other researchers

to perform further investigations more easily.

Ultimately, the move to 3D is likely to be limited by

heat and yield. The designs that are most likely to ben-

efit from the reduction in wire lengths are the ones that

already run the hottest. Unless researchers can discover

methods to effectively remove heat from the stack,

degraded transistor performance will negate any

improvement from wire-length reduction. Designers will

likely want to devote as few resources as possible to

heat removal, which underscores the need for easy,

accurate methods to estimate junction temperatures.

Yield is another limiting factor. Through-via tech-

nologies offer the highest density but are assembled at

the wafer scale rather than the die scale. In wafer-scale

assembly, if 3D vias do not produce extremely high

yield, the cost of the system will be prohibitively high.

Even though these difficulties seem great, they might

be less daunting than the difficulties of designing at 65

nm and below. Facilitating design can provide the final

push that makes true 3D ICs a reality. ■
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