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Abstract—In this paper we present a technique for implement-
ing a fine-grain partitioned three-dimensional SAR DSP system
using 3D placement of standard cells where only one of the
3D tiers is clocked to reduce clock power. We show how this
technique was used to build the first fine-grain partitioned 3D
integrated system to be demonstrated with silicon measurements
in the literature, which is an ultra efficient floating-point synthetic
aperture radar (SAR) DSP processing unit. The processing unit
was fabricated in two tiers of GlobalFoundries, 1.5 V 130nm
process that were 3D stacked face-to-face by Tezzaron. After
fabrication the test chip was measured to consume 4.14 mW
of power while running at 40 MHz operating for an operating
efficiency of 10.35 mW/GFlop.

I. INTRODUCTION AND RELATED WORKS

New developments in through-silicon via (TSV) fabrication,
wafer alignment, thinning and bonding, allow the 3D integration
of stacked dies, enabling the design of 3D integrated systems of
various levels of integration. The different levels of integration
can be roughly divided into three categories.

First, system level 3D integration. At this level of integration,
systems typically integrate dies manufactured in different
process technologies (often logic and memory process) and take
advantage of the fact that 3D integration virtually allows the
use of two different manufacturing processes in one IC, along
with more input/output pins and the reduction of interconnect
parasitics. A good example of this level of 3D integration is
the logic-on-memory 3D integration presented by Zhang et
al.[1], which uses 3D integration to provide data at a very high
data rate (4.25GB/s) from the DRAM to the logic.

The second level of integration is block-level integration.
At this level of integration blocks are placed in different
3D tiers using 3D floorplanning techniques to build a more
tightly integrated system, such as the block level 3D IC design
presented by Kim et al. [2] or the 3D aware floorplanning
with fixed outline constraints presented by Xiao et al. [3] or
several others [4], [5]. Examples of systems using this level of
integration include the 3D-Maps system[6], [7], which features
tiles of processor and SRAM blocks tightly integrated and the
NoC 3D system presented by Mineo et al. [8].

The final level of integration is fine-grain partitioned 3D
integration[9], [10], also known as intra-block level integration.
At this level of integration individual blocks exist in more
than one tier of silicon. Although, there has been a significant
amount of research work done on the tool side in 3D standard
cell placement[11], [12], [13], [14], [15], [16], the work

presented in this paper demonstrates the first working fine-grain
partitioned 3D integrated system with silicon measurements in
the litterature.

The remainder of the paper is organized in the following
manner. Section II describes the 3D standard placement
technique. Section III describes the architecture of the test
chip. Section IV details the measurement results of the test
chip. Section V contains the results of thermal simulation of
the test chip and Section VI concludes the paper.
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Fig. 1: The design flow for 3D standard cell placement.

II. 3D STANDARD CELL PLACEMENT

The 3D standard cell placement technique used to implement
the test chip assumes a 3D stack-up of two tiers face-to-face.
In this case the connectivity between the two tiers is through
microbumps and the off-chip connectivity is through TSVs.



A significant advantage of using microbumps is that unlike
TSVs they do not require a keep out region for logic cells
allowing a greater interconnect density. The technique works
in the following manner. First, a hypergraph representation
of the synthesized netlist is generated. This representation is
then partitioned into two groups that have a similar total cell
area and a minimum number of signals crossing between the
two groups (one group is for the top tier, the other for the
bottom tier). In this partitioning, all the standard cells that use
the clock are placed in the bottom partition. This serves two
purposes. First, it reduces the area that the clock grid has to
cover which in turn reduces the total clock power. Second,
it decreases the effects of process variation between the two
stacked dies on the clock tree.

After partitioning, 3D placement is completed using a series
of three discrete placements. First, a rough placement or
“unconstrained” placement is generated for the bottom tier.
This placement is considered “unconstrained” because it does
not consider the location of the input and output pins as
constraints during placement. This placement is only used
to determine which signal is assigned to which microbump.
The actual assignment is then completed using an assignment
algorithm[17] that minimizes the sum of the distances from the
standard cells that drive inter-tier signals to the microbumps
that carry the signals. Final placement of both the top and
bottom tiers is then performed using the microbump to signal
assignment being used to constrain the input and output
locations for placement of the top tier and the final placement
of the bottom tier. The diagram in Figure 1 shows an overview
of the approach.
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Fig. 2: Architecture of the SAR DSP processing unit.

III. SAR PROCESSOR UNIT ARCHITECTURE

The circuit used to demonstrate the fine-grain partitioned
3D integration is a synthetic aperture radar (SAR) processing

unit. In the application of a SAR system it is most important
to minimize the of number milliwatts required per GFlop of
processing power. Figure 2 shows the architecture in inside the
SAR processing unit (the flip-flops shown are FIR filter taps).
Overall, the SAR DSP processing unit contains 10 basic 32-bit
floating-point arithmetic units (4 multipliers, 3 adders and 3
subtractors) and a reconfigurable data-path between them. By
reconfiguring the data-path the 10 basic units can be used to
implement the four DSP operations (FFT, IFFT, FIR filtering
and complex multiplication) that are required for SAR image
formation.

Additionally, in order to achieve the lowest mWatt per GFlop
and to decrease the power consumed by the clock tree and
flip-flops minimal pipelining is used. Although, this reduces
the maximum operating frequency because it makes the critical
path longer it significantly reduces the number of milliwatts
required per GFlop of computation.

Fig. 3: A cross section of the 3D stack-up showing the
microbumps (labeled TOPMET) and metal layers of the face-
to-face stacking.

IV. TEST CHIP MEASUREMENT RESULTS

The architecture described in Section III and implemented
using the 3D standard cell placement technique described
in Section II was fabricated on a test chip. The test chip
was implemented in two tiers of Global Foundries 130nm
process, stacked together face-to-face using Tezzaron’s Copper-
to-Copper thermo-compression bonding technique[18]. Each
tier contains 5 metal layers and one layer of poly-silicon. The
connectivity between the two tiers consists of 4.4 µm by 4.4
µm copper micro-bumps (labeled TOPMET in Figure 3) that
are fixed on a 5.0 µm grid. Off-chip connectivity to a given
signal is then accomplished by using a bundle of 23 individual
TSVs (1.2 by 1.2 µm each) that connect to a copper backmetal
bond pads, the bottom of which is shown in Figure 5.

The core power consumption of the processing unit was
measured to be 4.14 mW when running at 40 MHz, with a
supply voltage of 1.5 V, which translates to an overall efficiency



TABLE I: Comparisons to other works.

Metric This Work Vangal [19] Oh [20] Arakawa [21] Aoki [22] Nam [23]
Efficiency (mW/GFlop) 10.35 194 43.75 89.28 81.58 10.18
Performance (GFlops) 0.4 6.2 32.0 2.8 3.2 2.8
Power (mW) 4.41 1200 1400 250 261 28.5
Frequency (MHz) 40 3100 5600 400 400 200
Process (nm) 130 90 90 130 90 180

Fig. 4: Die photo and measurement waveform photograph.

Fig. 5: Close-up of 12 TSVs and backmetal interface.

of 10.35 mW/Gflop (die-photo and wirebonded die shown in
Figure 4 and 6). Comparisons to other works are in Table I.

V. THERMAL SIMULATION RESULTS

Thermal issues are exacerbated in 3DICs because the worst
case thermal path (from the farthest tier to the heatsink) is
more resistive than in a 2D system. To obtain the thermal
profile of the 3D stacked processing unit, we perform a thermal
simulation of the design using Gradient HeatWave-3DIC. Since
this is a low-power, high efficiency design, the temperature rise

Fig. 6: Photo of wirebonded die

will be minimal in the simulation results. In order to explore
the issue in broader terms, we also simulate the temperature
for two additional hypothetical scenarios. In these scenarios
the system is running at 10x and 100x the speed of that it was
designed for. The junction temperatures of the top tier (the tier
that is further away from the heatsink) are shown in Figure 7
for all three scenarios. It is interesting to note how drastically
hotter the top tier is due to its distance from the heatsink and
the cooling effects of the dummy TSV’s, which can be seen
in the regularly-spaced circular indentations. Overall, however
the simulations shows that at least for low-power systems,
high thermal gradients should not be a concern for fine-grain
partitioned 3D integrated systems.

Fig. 7: Thermal simulation of test chip.



VI. CONCLUSION

In this papers we have demonstrated a technique for 3D
standard cell placement that includes a novel approach to
keeping all clocked cells one one tier. We have shown how this
technique was used to create the first fine-grain partitioned 3D
integrated system in the literature with silicon measurements.
A SAR DSP chip with a measured operating efficiency of
10.35 mW/Gflop which compares favorably to similar works
as demonstrated in Table I and summarized in Table II .
Additionally, in this paper we have shown how a low power
systems such as this the SAR DSP avoid the thermal pitfalls
typically associated with high-performance 3D integrated
systems with stacked dies.

Although the benefits of system-level 3D integrated system
such as DRAM on logic are more easily attainable and more
immediate, we believe that there is a bright future for fine-grain
partitioned 3D integrated systems especially for high efficiency
and low power systems like the SAR DSP processing unit that
was presented. However, this future will depend on advances
in microbump and TSV manufacturing, feature size and cost.

TABLE II: 3D Integrated SAR DSP Processor Summary.

Technology 130nm CMOS
Wiring 2 x (1P5M) + BM
Transistors 149,936
Test Circuit Area 0.3104 mm2

Die Size 5 mm x 5mm
Power Supply 1.5 V
Frequency 40 MHz
Core Power 3.521 mW
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